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Abstract

The Teacher Education Accreditation Council (TEAC) in Washington, DC accredits academic programs in education based on evidence that they prepared competent beginning teachers and school leaders. To date, TEAC has accredited over 120 programs and the results from this accrediting work supports the following conclusions:  teacher education programs are not “cash cows; ” teacher education students are as able in their teaching subjects as Arts & Science majors are in the same subjects; student teaching evaluations are not related to any other academic feature of the program (e.g., grades, license scores); and program students, faculty, and cooperating teachers are more confident of the adequacy of the students’ teaching skill than they are in their knowledge of their subject matter or pedagogy, but overall they rate the program graduates and the quality of the program in the more than adequate to excellent range.

Introduction
In 1996, the newly formed Teacher Education Accreditation Council (TEAC) proposed an alternative solution to the prevailing US practice of accrediting schools of education by their conformity to consensus standards (see Meirer, 2000, Ohanion, 1999 & 200, Raths, 1999, Teacher Education Accreditation Council, 1999 and Levine, 2006 for an analysis of the shortfalls of consensus standards).  The TEAC proposal addressed instead the program’s quality control system and the quality of the evidence that the system yields about the accomplishments of the graduates of the teacher education degree programs (see, Ewell, 2008, Dill et al., 1996, Graham et al., 1995, and Trow, 1998).  Naturally, TEAC required that the evidence be convincing about whether the graduates in fact acquired the knowledge, disposition, and skill their academic degrees indicate and that the state license requires (see Conant, 1963; Koerner, 1963, Judege et al., 1994, Mitchell & Barth, 1999, Kanstoroom & Finn, 1999, Crowe, 2010, Aldeman, et al., 2011 for the contrary view about evidence to date). 
TEAC’s assumption was that the program faculties “actually knew what they were doing” and that evidence that the program faculty actually relies on to support its claim that its graduates are competent would provide a sufficient basis for accreditation and public assurance of the program’s quality.  At the same time TEAC recognized that none of the currently available measures or assessments in higher education meets any reasonable standard of validity and none alone is up to the task of assuring the graduates’ competence (see Nicholas & Berliner, 2007).  To solve the problem that no single measure is adequate, programs must employ multiple measures that converge on a common conclusion (Murray, 2008). Additionally, because the validity of all measures is suspect, programs also must provide local evidence of the reliability and validity of the measures that they employ.
 Within these constraints, program faculty members are free to use whatever measures they actually rely on to determine program quality, provided that the evidence satisfies a scholarly standard for valid interpretations. This standard requires that the preponderance of the evidence be consistent with the program’s claims and be cleansed of any rival hypotheses or explanations for the meaning of the evidence. With regard to the key and unavoidable, but often ignored, criterion for the magnitude of the evidence, TEAC employs the following heuristic: absent any other standard accepted by the field, 75% of whatever scale is presented is sufficient to support a claim. 

TEAC, in fact, asks the program faculty to take a position on 20 categories of evidence available in the field and declare whether they have that evidence and whether they rely on it. Additionally, if they do not have evidence in certain categories, or don’t rely on it, they need to state their reasoning (e.g., they do not value it, it is too costly or time-consuming to procure, it is confidential, it would be misleading, or they will acquire it in the future). 
Findings to Date
TEAC now has a wealth of data from the over 120 teacher education programs it has accredited. The findings are of three sorts: the program’s own findings presented in its Inquiry Brief (its self-study document), the TEAC Audit Report comprised of the auditor’s
 findings from their independent analysis of the program’s data and TEAC’s analysis of its direct surveys of the program’s students, faculty, and cooperating teachers, also presented in the auditors’ report.  Some of the findings from this work are newsworthy as well as counterintuitive. TEAC, for example, expected initially to find evidence for the widely held belief that teacher education programs are out of parity with their institutions, that they are cash cows (i.e., high-volume programs run “on the cheap”), whose profits are used to run the more costly programs that the institution actually values (see Darling-Hammond, 2000 and the National Commission on Teaching for America’s Future, 1996). TEAC has found just the opposite so far in its sample of over 120 national programs. Specifically, teacher education programs are more costly than the comparable institutional norms, owing to required clinical experiences throughout the programs, the funding of cooperating teachers, special library and media collections of curriculum materials, and instructional technology.

 TEAC also expected to find that teacher education degree candidates were relatively weak academically, a popular and enduring assertion among some US policy-makers and pundits (e.g., Levine, 2006), but in fact the programs reported, and the TEAC auditors verified, that the grades that teacher education students earn in courses in the arts and sciences disciplines were equal to or better than the grades that the arts and sciences majors earn in the same courses. This finding holds for all kinds of institutions in TEAC’s sample of 120 programs — flagship research universities and small liberal arts colleges. 

A more perplexing and puzzling finding is that the performance of teacher education students in the clinical capstone of the program (student teaching) is strikingly unrelated to performance in every other part of the program (including the license test scores). Tables 1 and 2, from the TEAC auditors’ reports, show this pattern for two representative programs, one in Colorado and the other in New York. The components of clinical performance (ratings by clinical faculty, cooperating teachers, and student teachers) are, fortunately, highly correlated with each other, but they are not related to license test results or to grades in the teaching subject or even in pedagogy (which are themselves also highly related to each other). These findings also hold throughout the country, in large and small programs that TEAC has accredited. 









Table 1

Correlations among Six Academic Sources of Evidence and Two Clinical Sources in a Colorado Teacher Education Program

	              Variable
	Pedagogy License
	A&S License
	        SAT-V
	      SAT-M
	     ACT
	Cooperating Teacher
	Faculty Supervisor

	GPA


	.16
	.47*
	.27
	  .49*
	  .51*
	  -.08
	 -.17

	Pedagogy License Test
	
	.61*
	  .68*
	.24
	.30
	   .24
	   .20

	Arts & Science License Test
	
	
	  .71*
	  .43*
	.49
	  .00
	 -.09

	SAT Verbal


	
	
	
	  .39*
	  .73*
	 -.03
	 -.04

	SAT Math


	
	
	
	
	  .63*
	   -.51*
	   -.42*

	ACT


	
	
	
	
	
	 -.22
	 -.46

	Cooperating Teacher
	
	
	
	
	
	
	   .81*


Note. The correlations in bold are between clinical and non-clinical items; the correlation between the two clinical measures is .81; and the correlations among the academic measures are invariably positive and statistically significant. p < .05, as marked by the asterisk *.
Table 2

Correlations among Five Academic Sources of Evidence and Four Clinical Sources in a New York Teacher Education Program

	        Variable
	Method GPA
	A&S GPA
	Education GPA
	LAST Test
	ATS Test
	Clinical 1
	Clinical 2
	Clinical 3
	Clinical 4

	Major GPA
	.59*
	.63*
	.68*
	.58*
	.45*
	  .05
	  .07
	  .05
	    .28*

	Method GPA
	
	.58*
	.91*
	.56*
	.49*
	  .02
	  .05
	 -.02
	  .19

	A&S GPA
	
	
	.69*
	.37*
	 .21
	  .18
	  .20
	   .30*
	   .37*

	Education GPA
	
	
	
	.55*
	.45*
	  .08
	  .13
	  .08
	   .30*

	LAST License
	
	
	
	
	.68*
	  .07 
	  .00
	 -.02
	  .17

	ATS License
	
	
	
	
	
	-.18
	-.16
	-.19
	 -.01

	Clinical 1


	
	
	
	
	
	
	   .66*
	   .70*
	    .50*

	Clinical 2


	
	
	
	
	
	
	
	   .80* 
	    .58*

	Clinical 3
	
	
	
	
	
	
	
	
	    .68*




Note. The correlations in bold are between clinical and non-clinical items; and the correlations among the clinical and non-clinical measures are invariably positive and statistically significant. p < .05, as marked by the asterisk *.

The TEAC data from the program’s Inquiry Briefs, as verified in the auditors’ reports, show that the nation’s prospective teachers are as able as majors in those same fields, and they show that there is another dimension to their competence, one seemingly independent of that captured by the typical academic assessments. This dimension is both internally consistent and consistent with the program’s claims that its graduates can teach. This other dimension also indicates, at least preliminarily, that schemes for recruiting new teachers that rely solely on subject matter knowledge expertise are likely to attract both weak and able teachers. The disconnection between the academic and clinical components of the program also seems to indicate that significant amounts of what teacher education students are required to study has little influence on their teaching.

Of course, these “disconnection” findings require further inquiry, as it may turn out that the lack of a correlation between the clinical and other program components is more parsimoniously attributed to the restricted variance in the assessment results, limitations in the coverage and overlap in clinical and other assessments, or that the lack of a significant linear correlation may be due to a threshold effect in which only a certain modest level of academic accomplishment is required for teaching competence, and accomplishment beyond that threshold value has diminishing, or even a negative, influence (Rice, 2003). The true relationship, in other words, may be curvilinear.

Findings from Online Surveys of Students, Faculty and Teachers
TEAC auditors must be wary of how representative the opinions are of those they interview while conducting their on-site verification and corroboration visits and for this reason TEAC instituted on-line surveys as a way to cast a wider net for more accurate and representative opinions and information. The surveys ask the program’s students, faculty, and cooperating teachers to respond to a series of questions about the adequacy of the program’s graduates knowledge and skill and whether aspects of the program (courses, facilities, resources, support services, etc.) were also inadequate, barely adequate, adequate, more than adequate, or excellent. The TEAC surveys are confidential and essentially anonymous since TEAC sent the survey electronically to email addresses provided by the program. About 30% were subsequently returned to TEAC by a third-party vendor (Zarca) and not seen by the institution. The survey is also administered on-site to those who are interviewed, and in all but one case so far the responses between the on-line and on-site surveys are indistinguishable.  
To date, as the following tables indicate, these survey results demonstrate that students, faculty, and cooperating teachers, in contrast to prevailing narratives critical of teacher education (see Teacher’s College, 2009 & University of Virginia, 2009) rate nearly all aspects of the programs in the more than adequate to excellent range.
 All but two of the differences in means (viz., subject matter and pedagogy courses and subject matter and pedagogical faculty) in Table 3 are statistically significant (p < .001). For some unexplained reason students see the adequacy of their own teaching skill as superior to the adequacy of their knowledge of their subject matters and pedagogy, but the source of this superiority, as Table 4 suggests, does not seem to be wholly in their clinical courses or from the clinical faculty, which receive relatively lower ratings.

Table 3

Means (Standard Deviations) of Program Students’ Ratings (1-5) from Eight Accredited Programs, (N = 568 students)
	                               Topic
	Adequacy of One’s Own Ability
	Adequacy of  Course
	  Adequacy of  Faculty

	Subject Matter
	4.46 (.71)
	4.27 (.85)
	4.37 (.82)

	Pedagogy
	4.38 (.74)
	4.32 (.80)
	4.34 (.81)

	Teaching Skill
	4.71 (.55)
	4.12 (.93)
	4.18 (.91)


Note. 1 = Inadequate, 2 = Barely adequate,  3 = Adequate, 4 = More than adequate, 5 = Excellent.
As the correlations in Table 4 show, the students see their own understanding of their teaching subjects, their understanding of pedagogy, and their ability to teach in a caring and effective manner as somewhat independent of their overall high grades in the program (3.7/4.0, SD = .31) and of their ratings of the adequacy of the program faculty and courses (also rated highly 4.0+/5.0). They see the adequacy of the faculty and the adequacy of the courses, by contrast, as highly related to each other (over .70). Thus, it is not that there are not highly correlated dimensions in the survey results, but rather that the students believe that some of their own expertise tends to have its sources elsewhere. 

Table 4

Correlations of Student Ratings of their own Knowledge and Teaching Skills with their Ratings of the Adequacy of their Courses, Faculty and GPA (N = 568 students) 

	                                   Topic
	Own with Course
	Own with Faculty
	 Own with GPA
	Courses with Facultya

	Subject Matter
	.44**
	.40**
	.15**
	.71**

	Pedagogy
	.45**
	.43**
	.16**
	.71**

	Teaching
	.34**
	.27**
	.12**
	.75**


Note. a. Correlations are between student ratings of the adequacy of the courses and their ratings of the adequacy of the faculty in each area; **p < .001.   
The ratings by faculty (N=604) of the students’ understanding align in all key respects with the students own ratings of their understanding and skill. The faculty members see the institutional commitment to the program and the student support services as more than adequate, but they are significantly less positive about the adequacy of the resources available to them for their work and the adequacy of the facilities available to the program, rating each as simply adequate.
Like the student and faculty ratings, the cooperating teachers’ ratings (N=323) were also at the high end (4.0+) of the five point scale and showed that the teachers said that both their student teachers and the program were more than adequate and often close to excellent with regard to the student teachers’ knowledge and skill. Their ratings of their own understanding of the program, the training they received, and their relationship with the program faculty, however, were significantly lower, but still over 3.0 on the five point scale. Those who reported better training and a better understanding of the program were the most satisfied with the program’s student teachers’ knowledge and skill and their preparation for successful teaching. 

The high mean ratings in these surveys are consistent with high ratings in similar surveys (see, Weisberg, et al., 2009). Here, there might be a ceiling effect, rating inflation or a positive bias to support the accreditation of the program in which the raters participate. Given also that there were no significant differences in the mean ratings across all the institutions, it is plausible that there is wide-spread bias, the so-called “widget effect,” for favorable evaluations in these surveys. The findings cannot be solely explained by rating inflation, however, as there are genuine differences in the ratings of the various survey items. In fact, there was one institution whose lower ratings added credibility to the findings because unlike all the others, it was rated below 4.0 in every area. Post-hoc comparisons in conjunction with an ANOVA of institutional differences on the survey also showed significant differences in 12 instances between institutions in the mean ratings of the cooperating teacher’s understanding of the program or their mean ratings of the preparation the program provided for student success as teachers. Some raters gave minimum ratings (inadequate) for each survey item and the standard deviations for the mean ratings are approximately one rating unit.  Obviously, given the variation in the individual ratings, the findings cannot be chalked up solely to ceiling effects or indiscriminate rating. 

Unlike the faculty and students, who also gave uniformly high ratings, the cooperating teachers have less at stake in whether the program is accredited, but they still gave high ratings. It is significant that it is the better trained cooperating teachers and those who understood the program better who were more satisfied with the competence of their student teachers and with the program’s potential for insuring the student teachers’ successful teaching career. It could have been the other way around, because those who were more aware and better trained could have been expected to have downgraded their ratings of the preparation the students received for success had the programs been truly weak. They did just the opposite, however.

Even if it is conceded that rating-inflation operated in these findings, there were still meaningful differences in the ratings that indicated that while the competence of the students in these accredited programs is not problem-free, it is not burdened with all the problems that are commonly alleged (e.g., Greenberg, et al., 2011). Overall, the overwhelming number of students, faculty and teachers participating in these accredited programs expressed high levels of satisfaction with the quality of the students’ knowledge and skill and with the quality of the program. 
These results contrast with those of the prevailing narratives in which claims are routinely made that teacher education is broken and that today’s new teachers are unprepared for their roles (see Teacher’s College, 2009 & University of Virginia, 2009, Greenberg et al., 2011). While the students see that their courses and faculty are highly similar in adequacy, it is curious that the adequacy of their own knowledge and skill is relatively less related to the grades that they have earned or to their ratings of the adequacy of their courses or faculty, particularly with regard to the clinical courses and faculty.

These findings from the audit of accreditation self-studies (the TEAC Inquiry Briefs) have potentially important implications for the coherent design and rationale of teacher education programs, but require additional confirmation and deeper analysis.  They also support the view that evidence derived from the coordination of program accountability and program improvement can provide an adequate basis for program accreditation. 
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� Standardized test-makers establish the reliability and the validity of their tests for a standardized representative sample. The local program, particularly one that claims that it is distinctive, unique, or of higher quality than most other programs, cannot simply assume that the test-makers’ findings about the sample hold for the students in the program. They must make their own determination by investigating the reliability and validity of these standardized tests.





� TEAC auditors are site visitors charged with verifying and corroborating the text of the Inquiry Brief.


� While the ratings are generally high (4.0+/5.00), they are not undifferentiated ceiling effects, as there are also significant differences among some components in some programs (e.g., technological adequacy, multicultural understanding).
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